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We evaluate the application and significance of Low-Temperature Anisotropy of Magnetic Susceptibility (LT-
AMS) measurements in deformed mudrocks. Originally conceived as a way to enhance paramagnetic relative
to ferromagnetic susceptibility, LT-AMS studies offer significant potential in constraining the coexistence of
subfabrics that are due to phyllosilicate grains with different preferred orientations. In this study we report a
detailed procedure to obtain such directional susceptibilities, measuring samples in multiple orientations at
liquid nitrogen temperatures in order to determine the LT-AMS. Due to unequal changes ofmagnetic susceptibil-
ity in micas at low-temperature, the enhancement of standard AMS at low-temperature better separates
interacting fabrics in natural rocks, particularly depositional fabrics versus deformational fabrics. LT-AMS is a
non-destructive technique that readily offers an ability to separate ferromagnetic and paramagnetic fabrics,
and allows the characterization and quantification of multiple fabrics in natural rocks.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Mudrocks typically containmore than 50% phyllosilicates by volume
and about 30% quartz and feldspar and, while iron oxides (magnetite,
hematite) and ferromagnesianminerals are common, the bulkmagnetic
susceptibility of mudrocks is often dominated by paramagnetism,
reflecting the high phyllosilicate content. In low strain domains,
where deformation is mostly accomplished by grain reorientation, the
Anisotropy of Magnetic Susceptibility (AMS) as a proxy for preferred
grain orientation offers an ideal fabric intensity gauge. The reasons
that make the application of AMS a powerful approach in rock fabric
analysis include: (1) Magnetic techniques are extremely sensitive to
even very weak rock fabrics, (2) relatively large volumes of rock can
be analyzed, which can be a limitation for other methods in inherently
heterogeneous rocks, and (3) each measured sample integrates the
properties of thousands of grains. Because virtually all rocks contain
ferromagnetic grains, which typically have high magnetic susceptibility
compared to paramagnetic grains, their contribution cannot be
neglected. The distinction between the paramagnetic fabric and the
ferromagnetic fabric is therefore a key issue that has attracted numer-
ous studies. Indeed, the large body of literature on the linkage between
AMS anddeformation agrees that thedistinction betweenparamagnetic
and ferromagnetic fabrics lies at the heart of the use of AMS as a fabric
intensity gauge. This paper offers an approach that better delineates
fabric elements by applying AMS measurements at low temperature;
for practical reasons we use liquid nitrogen temperatures. We review
results and limitations of the approach as successfully applied in several
prior studies (Richter and van der Pluijm, 1994; Schultz-Krutisch and
Heller, 1985; Lüneburg et al., 1999; Parés and van der Pluijm, 2002a,
2002b; Cifelli et al., 2009, among other), but also explore the potential
of LT-AMS to determine magnetic ellipsoid shapes, where previous
studies mainly emphasized the orientation of magnetic ellipsoids. A
recent paper (Biedermann et al., 2014) explores the magnetic proper-
ties of micas and chlorite at low-temperature.

Through previous studies on mudrocks with variable degrees of
preferred grain orientation, ranging from deep-sea sediments to
mylonitic schists, we have gained a good understanding of preferred
orientation of phyllosilicates and the evolution of rock fabrics using
AMS techniques. There is a large literature that focuses on deformation
fabrics, and the reader is referred to treatises such asMartín-Hernández
et al. (2004) and Tarling and Hrouda (1993) and references therein, as
well as seminal papers by Borradaile and Henry (1997) and Borradaile
and Jackson (2010). Of particular interest are weakly deformed
mudrocks, as studied in this paper, wheremineral reorientation is suffi-
cient to produce a weak, secondmechanical anisotropy to the rocks, yet
preserving the primary sedimentary fabric, resulting in two competing
subfabrics.

1.1. Magnetic fabric separation

The Low Field Magnetic Susceptibility of a rock (the ratio of magne-
tization to the applied field or K =M/H) is given by the total contribu-
tion of its bulkmineralogy, including paramagnetic (e.g., phyllosilicates,
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iron-bearing feldspars), diamagnetic (e.g., quartz, calcite) and ferro-
magnetic (sensu lato; e.g., magnetite, goethite, hematite) grains. An in-
trinsic property of most rock-forming minerals is that Magnetic
Susceptibility is anisotropic (Nye, 1957) and thus Kij = Mi/Hj. The An-
isotropy of Magnetic Susceptibility (AMS) in rocks depends mostly on
the crystallographic preferred orientation of the individual components,
compositional layering, distribution and size of microfractures, and the
shape fabric of grains, which may interact in complex way (e.g.
Hargraves et al., 1991). A corollary is that even rocks made by isotropic
grains might have anisotropy due to unequal distribution or layering of
their constituents. AMS defines a symmetric, second-rank tensor that
has six independent matrix elements. When the coordinate system is
referred to the eigenvectors, these trace an ellipsoid that is termed the
magnitude ellipsoid (Nye, 1957) whose semi-axes are the three princi-
pal susceptibilities (maximum, intermediate andminimum susceptibil-
ity axes, or Kmax, Kint and Kmin in the literature). AMS has been a popular
tool in petrofabrics since Ising (1942) andGraham(1954)first proposed
its application to geology, and it has successfully been used since then to
investigate the spatial and geometrical configurations of the rock
components for qualitative estimation of fabric development. Determi-
nation of preferred orientation of minerals is required in a variety of
studies ranging from structural geology to permeability to velocity
anisotropy (e.g., Vajdova et al., 1999). The AMS tensor tracks preferred
orientation and consequently its applications have embraced a wide
range of disciplines in Earth Sciences including tectonic fabrics (e.g.,
Borradaile, 1988; Borradaile and Henry, 1997; Housen et al., 1993;
Parés and van der Pluijm, 2002a, 2002b), fault rocks (e.g., Solum and
van der Pluijm, 2009), sedimentary depositional environments (e.g.,
Ellwood et al., 1979; Joseph et al., 1998; Kent and Lowrie, 1975; Parés
et al., 2007; Park et al., 2000) and igneous rocks (e.g., Ellwood, 1982;
Tauxe et al., 1998). The separation of ferromagnetic and paramagnetic
susceptibilities, central tomeaningful interpretation ofmagnetic fabrics,
has progressively gained interest over the last 30 years, includingmath-
ematical and instrumental approaches. Next is a brief summary of the
main methods.

By comparing AMS with the anisotropy of remanence it is theoreti-
cally possible to discriminate between the ferromagnetic and paramag-
netic fabrics. Studies by McCabe et al. (1985), Stephenson et al. (1986),
Housen and van der Pluijm (1991); Jackson (1991) and Lagroix and
Borradaile (2000) used the anisotropy of anhysteretic remanent mag-
netization (AARM) to separate the ferromagnetic and paramagnetic
tensors. The anisotropy of isothermal remanent magnetization (AIRM)
has received less attention, but is an alternative approach to AARM
(e.g., Borradaile andDehls, 1993). Both AARMandAIRM involvemagne-
tizing a sample repeatedly in different directions andmeasuring the in-
tensity of the remanence that is acquired parallel to the applied field
(Jackson, 1991; McCabe et al., 1985). We point out that, whereas
AARM and AIRM are measures of remanent magnetism, AMS combines
susceptibility and remanent contributions. Consequently, as empha-
sized by Borradaile et al. (1999), it is incorrect to simply subtract the
two contributions as an approach to isolate one from the other.

A comprehensive description of the methods that aim to separate
paramagnetic and ferromagnetic fabrics can be found in Martín-
Hernández and Ferré (2007), so here we briefly summarize the existing
instrumental methods.

1.1.1. Cryogenic magnetometer (SQUID)
Although primarily designed for measuring remanence, Scriba and

Heller (1978) and Schmidt et al. (1988) used a 100 μT radialfield and ro-
tated the sample about each of three mutually perpendicular axes in
steps of 45° and a total of 24 positions to determine the anisotropy ten-
sor. Rochette and Fillion (1988) used a vertical-access SQUID magne-
tometer and trapped an applied field. By rotating the sample in a
horizontal axis at a frequency of 0.01 Hz and analyzing the generated
signal, they determined the susceptibility anisotropy of both ferromag-
netic and paramagnetic fractions.
1.1.2. Vibrating sample magnetometer (VSM)
The principle of VSM analysis is based on the flux change in the pick-

up coil system produced by vibrating the sample (rather than by rota-
tion, as in spinner magnetometers). Though primarily designed for the
measurement of hysteresis properties, there have been attempts to
use VSM's to obtain directional hysteresis curves for different positions
of the specimen, hence enabling to the calculation of a High Field AMS
(Ferre et al., 2004; Kelso et al., 2002; Thill et al., 2000). Borradaile and
Werner (1994) successfully used an alternating gradientmagnetometer
to isolate the paramagnetic susceptibility of ferromagnetic inclusions in
oriented phyllosilicate minerals. By changing the orientation of the
sample in the holder, they repeated the measurements for different
positions and extracted the magnetic anisotropy tensor.

1.1.3. Torque magnetometer
This type of magnetometer is possibly the most popular instrument

to measure high field magnetic susceptibility. The basic principle is the
measurement of torque exerted on a sample by an applied magnetic
field due to the anisotropy of the sample as it is rotated to different
azimuths about an axis perpendicular to the field. The torque T is
given by T= dE/dθ, where E is the energy of magnetization of the sam-
ple and θ is the direction of the applied field. It is thus possible to esti-
mate the anisotropy present in the rock from a Fourier analysis of the
torque curve. Applications can be found in Fletcher et al. (1969),
Stacey and Banerjee (1974), Owens and Bamford (1976), Ellwood
et al. (1979), Parma (1988) Bergmuller et al. (1994). Hrouda and
Jelinek (1990) presented a mathematical method for separating the
components by measuring as ample in two different fields above the
saturation magnetization of the ferromagnetic contribution. More re-
cently, Martín-Hernández and Hirt (2001) presented a mathematical
method that utilizes measurements in several high fields toward sepa-
rating the ferromagnetic and paramagnetic components of themagnet-
ic fabric. By using a larger number of fields, instead of two as described
by Lowrie (1989), a more accurate definition of the paramagnetic sus-
ceptibility tensor can be obtained.

The above three methods (cryogenic, vibrating, and torque magne-
tometers) have not been used on a systematic basis in magnetic fabric
studies, although they have been gaining popularity (e.g., Martín-
Hernández and Ferré, 2007; Martín-Hernández et al., 2006). Their
main drawbacks are that they are time consuming, that they often re-
quire specific, that they are not standardized instrumentation, or that
the necessary sample volume is too small to reliably extrapolate the re-
sults to the bulk rock unit.

High-temperature methods to separate magnetic fabrics rely on
mineralogical and chemical reactions of mostly phyllosilicates when
they are heated. These reactions are typically associated with the crea-
tion of newly-formed grains containing iron that translates into an in-
crease of bulk magnetic susceptibility. Rather than isolate fabrics,
heatingmethods enhance a pre-existing fabric at the expense of anoth-
er. Temperatures above ca. 300 °C have been used to enhance the mag-
netic fabric of a variety of rocks (Lagroix and Borradaile, 2000; Perarnau
and Tarling, 1985; Schultz-Krutisch and Heller, 1985; Urrutia-
Fucugauchi and Tarling, 1983; Xu et al., 1991). Heating above such
temperatures results in the formation of new minerals that can mimic
the crystallographic structure of micas, the major carrier of AMS in the
tested rocks. The heating method has been shown to be successful in
some sandstones, siltstones and gneisses, whose magnetic fabrics have
been determined after heating at different temperatures to enhance
the susceptibility. However, there are two major drawbacks to high-
temperature methods: 1) heating it is a non-reversible process and 2)
changes in magnetic mineralogy need to be monitored, requiring addi-
tional analysis.

An alternative approach to heating the samples in order to enhance
the bulk magnetic susceptibility is the use of low-temperature (LT)
methods. The basis of low-temperature analysis is the dependence of
the paramagnetic susceptibility on temperature. Whereas diamagnetic
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susceptibility is independent of temperature, paramagnetic susceptibil-
ity follows the Curie–Weiss law. Also, ferromagnetic susceptibility is, to
a first approximation, independent of temperature below the Curie
point. Thus, the temperature dependence of susceptibility allows identi-
fication of the paramagnetic component of themagnetic fabric. For pure
paramagnetic substances, the bulkmagnetic susceptibility increases lin-
earlywith decreasing temperature, and at 77 K (a temperature achieved
with liquid nitrogen) the measurements of directional susceptibility
allow a definition of the paramagnetic anisotropy. An inherent limita-
tion is the presence of superparamagnetic (SP) grains in the sample,
whose susceptibility also is temperature dependent. However, SP
contribution can be readily testedwith dual frequency susceptibility de-
terminations or by monitoring the change of remanence at low-
temperature. Importantly, as opposed to heating procedures, low-
temperature measurements do not carry associated mineral or other
irreversible chemical changes. LT methods, based on “heating curves”
from 77 K to room temperature, have been successfully applied to sep-
arate the paramagnetic and ferrimagnetic contributions in rocks (Ihmlé
et al., 1989; Jover et al., 1989; Richter and van der Pluijm, 1994) but
rarely to determine the anisotropy tensors, with the exception of
Schultz-Krutisch and Heller (1985), Luneburg et al. (1999), Parés and
van der Pluijm (2002a), and Cifelli et al. (2009) and a few others.

2. LT-AMS: theoretical basis

Paramagnetic susceptibility in sheet silicates is mostly related to
the presence of iron. If magnetic interactions are neglected, the
magnetic susceptibility follows a Curie law (e.g., Morrish, 1965), Xp =
C / (T− Θ), where Xp is the mass susceptibility, C is the Curie constant,
T is the absolute temperature and Θ is the paramagnetic Curie temper-
ature. Plots of inverse susceptibility versus temperature give the para-
magnetic Curie temperature, Θ, with the following characteristics.
When negative, the material is antiferromagnetic; when positive, the
material is ferromagnetic (see Dunlop and Ozdemir, 1997). As themag-
netic ordering transition temperature is approached the paramagnetic
susceptibility Xp increases considerably (Fig. 1).

Based on this intrinsic property, a practical method to measure the
Low-Temperature (77 K) AMS was developed (Parés and van der
Pluijm, 2002a). Since paramagnetic susceptibility increases significantly
with low temperature, it allows high precision determination of the an-
isotropy of paramagnetic susceptibility frommeasurements at liquid ni-
trogen temperature. The procedure measures directional susceptibility
in an oriented rock specimen while immersed in liquid nitrogen. Our
Fig. 1. Inverse relationship of susceptibility and temperature for biotite sample 4
(modified from Beausoleil et al., 1983). Measurements are done along the c′ axis (top
curve) and along the basal plane of the biotite sample.
method overcomes the problem of temperature heterogeneity in a
rock sample, offering the opportunity to compare and combine low
temperature susceptibility of multiple orientations.

3. Method

Previous attempts (Jover et al., 1989; Richter and van der Pluijm,
1994; Schmidt et al., 2007a; Schultz-Krutisch and Heller, 1985) showed
that Low-Temperature susceptibility curves can be used for the separa-
tion of paramagnetic and ferrimagnetic bulk susceptibilities in a rock.
However, Low-Temperature magnetic susceptibility has not been
systematically applied to measure the magnetic fabric of rocks. Deter-
mination of “true” LT-AMS requiresmeasurement of directional suscep-
tibilities at a constant, low temperature; for practical reasons, liquid
nitrogen temperature (77 K) is used. Accurate readings of the anisotro-
py of magnetic susceptibility require a uniform sample temperature
during measurement. Measuring the sample at room temperature
after cooling to 77 K introduces drift due to changing temperature of
the specimen as it warms up. To overcome this problem, we designed
a special, all-glass Dewar flask (double-walled, un-silvered) that is
placed into a Sapphire Instruments 2B (SI2B) coil (Fig. 2). This arrange-
ment permitsmeasuring themagnetic susceptibility of a samplewhile it
is immersed in liquid nitrogen and hence homogeneously cooled at
77 K. The SI2B coil unit is placed vertically, and the glass dewar contain-
ing liquid nitrogen rests inside the SI2B coil. A thin jacket of styrofoam is
placed around the glass dewar to further protect the coil from excessive
cooling. The holder is made of a combination of Mylar, plexiglass and
Scotch tape and it fits tightly into the glass dewar (Fig. 2). After multiple
tests, we determined that the LT-AMS tensor is fully determined from a
six-orientation scheme,measuring every position twice (M=6,N=2).
This scheme takes the same time as M= 12 and N= 1, but gives more
precise principal susceptibility directions (Stupavsky, 1984). An addi-
tional advantage using the SI2B susceptibilitymeter is that it determines
magnetic susceptibility by measuring the coil without the sample and
then again with the sample. Thus, any diamagnetic contribution of the
glassflask, liquid nitrogen and foam, is fully compensated. Lastly, the ca-
pacitance of the dewar containing liquid nitrogen does not cause spuri-
ous changes in coil frequency because liquid nitrogen has a dielectric
constant of 1.4.

Our procedure consists of (1) immersing a sample holder with sam-
ple in a standard, 350 ml cylindrical, widemouth liquid nitrogen dewar
for about twenty minutes; (2) pouring liquid nitrogen into the empty
flask seated in the SB2 coil, placed upright and letting the configuration
stabilize; (3) immersing the sample holder into the flask, which is re-
peated for six orientations. The sample stays in the nitrogen-filled
flask while the blank measurement is done. A standard program allows
computing themain directional susceptibilities (Kmax, Kint, Kmin) and re-
lated uncertainties from the measurements.

3.1. A LT-AMS case study: the Knobs Formation

In a previous study we examined AMS-strain linkages in pencil
structures in themudrocks from the Knobs Formation (Ordovician, Val-
ley and Ridge Province, Appalachians; Parés and van der Pluijm, 2003).
Because AMS commonly reflects the bedding–cleavage intersection in
weak- to moderately-cleaved mudrocks, these well-studied samples
provided an excellent opportunity to explore the type of information
that is obtained by low-temperature susceptibility in deformed rocks.
The prior AMS data revealed that the distribution of the magnetic ellip-
soid axes tracks the incipient tectonic fabric of pencil-cleavage mud-
stones: maximum susceptibility axis typically parallels the pencils'
long axes, while theminimumaxis of susceptibility is normal to the pri-
mary sedimentary fabric (Fig. 3). Independent strain quantification
from fringe (vein) structures (Reks andGray, 1982) allows a correlation
between magnetic fabric and tectonic strain (Parés and van der Pluijm,
2003). We determined an exponential relationship between the AMS



Fig. 2. Illustration of the setup for measurement of Low-Temperature AMS at liquid nitrogen temperature, requiring relatively inexpensive equipment and supplies. (a) Dewar where
measurements are made and which is placed into the measuring coil; (b) Detail of the holder containing the sample to be measured; (c) Sample holder into the dewar; (d) top view
of the SI2B coil including the dewar shown in (a); (e) detail of sample introduction.
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shape parameter T and the strain for the interval of 10–25% shortening,
and tectonic stain as high as 40%. The T parameter (T= [lnF− lnL] / [lnL
+ lnF]) is used to describe the shape of the magnetic susceptibility
Fig. 3. Principal susceptibility axes (Squares — Kmax, triangles — Kint, circles — Kmin)
measured at room temperature for two sites of Knobs Fm. shales (modified from Parés
and van der Pluijm, 2003). Dots show normal to bedding and filled squares show the
pencil long axis orientation.
ellipsoid and better correlates with strain than the magnetic intensity
parameter (P or P′). Both T and P′ values for measurements at low tem-
perature were obtained, which are examined next.

A subset of the Knobs Fm. mudstones was selected for AMS mea-
surement at both room and liquid nitrogen temperatures, following
the method described above. For the bulk susceptibility, the average
Fig. 4. Bulk susceptibility of Knobs Fm. samples measured at room temperature (X-axis)
and at 77 K (Y-axis). Correlation shows a ratio of 3.7, which is consistent with a dominant
paramagnetic contribution to the susceptibility.
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Fig. 6. (a) Values of the degree of anisotropy (P′) and the ellipsoid shape parameter (T)
measured at room temperature and at liquid nitrogen temperature. Dashed lines show
the best fit for both sets of data. (b) Measurements for individual samples (room temper-
ature, low temperature) are connected with dashed lines. See text for discussion.
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ratio (K77/K295) is 3.7 (Fig. 4), revealing almost ideal paramagnetic be-
havior (Parés and van der Pluijm, 2002a, 2002b; Richter and van der
Pluijm, 1994). Rather than focusing on the AMS axis distributions as
the previous studies do, we examine changes in the magnetic ellipsoid
shape and ellipticity. We observe significant, systematic changes when
magnetic anisotropy is measured at low temperature. On a Flinn-type
diagram, the increase of both lineation and foliation of the LT-AMS is ap-
parent, and reveals disproportional change in the axial ratios of the prin-
cipal susceptibility axes (Fig. 5). This was observed before in singlemica
grains, in which the increase of susceptibility at low temperature is un-
equal along and across the crystallographic c axis (Beausoleil et al.,
1983). As susceptibility in our samples is dominated by paramagnetic
behavior, the LT measurement results reflect this intrinsic property of
phyllosilicates. At low temperature, the interactions within a crystallo-
graphic plane in sheet iron-silicate grains are far greater than the inter-
actions between planes (e.g., Beausoleil et al., 1983). Such weaker
interplane coupling at low temperatures translates to an increase of
the magnetic anisotropy (Kmax/Kmin) (Fig. 5). The susceptibility of bio-
tite is similarly more anisotropic at low temperatures that was previ-
ously noted (e.g. Ballet and Coey, 1982), and similar observations have
been made in other iron-bearing phyllosilicates (Ballet and Coey,
1982; Ballet et al., 1985). The explanation of these results is that, at
low temperatures, when the susceptibility is sufficiently large, sponta-
neous ferromagnetic order appears within the plane of the sheets and
not across them. As a result, the anisotropy degree (Kmax/Kmin) in-
creases when measured at 77 K.

To fully evaluate themagnetic fabric changes at low temperature,we
separately plot both the anisotropy degree (P) and the shape parameter
(T) of the fabric. The resulting changes of these parameters with tem-
perature are illustrated in Fig. 6a, where the best fitting lines for P and
T have been added. The regression line for T data has a near-unit slope
of 0.92, whereas the slope for P is 1.95, revealing that T, on average, is
essentially independent of the temperature atwhich the sample ismea-
sured. We also see that T tends to shift toward or into the oblate field at
Low-Temperaturewhen the original fabric is prolate (T b 0) (Fig. 6b). In
other words, the largest changes in T occur for the most prolate ellip-
soids. In contrast, variation in T is minimal for samples in the oblate
field. This contrasting behavior occurs because, at liquid nitrogen
temperature, there is a change in the axial ratio of the principal suscep-
tibility axes of phyllosilicates, as discussed earlier, and, consequently,
the degree of anisotropy changes. In contrast to changes in shape,
the anisotropy degree is greatly enhanced by low-temperature
Fig. 5. Flinn-type diagram with susceptibility values for Knobs Fm. samples. Square
measurements, resulting in change by a multiplication factor of almost
~2 (see also Schmidt et al., 2007b). In summary, for oblate ellipsoids,
changes in P tend to be less pronounced, and T (ellipsoid shape) re-
mains mostly constant. When T has negative values, representing pro-
late shapes, changes in P are smaller while T tends to move toward
s and diamonds are the results at room temperature and at 77 K, respectively.

image of Fig.�5
image of Fig.�6


60 J.M. Parés, B.A. van der Pluijm / Tectonophysics 629 (2014) 55–62
the oblate field. We hypothesize that this behavior can be used to deci-
pher the origin of the magnetic fabric, as discussed below.

3.2. Interpretation

The changes of magnetic parameters whenmeasurements aremade
at 77 K represent the origin and properties of magnetic fabrics,
reflecting the uneven growth of susceptibility inmica grains at low tem-
perature. Samples the Knobs Fm. shales preserve both oblate and pro-
late types of AMS fabrics (see details in Parés and van der Pluijm,
2003). Field end members from well-developed cleavage to no visible
cleavage fall in the oblate field, whereas samples with moderate cleav-
age fall in the prolate field. This progression in shales allows us to eval-
uate the meaning of the LT AMS measurements. As described in the
previous section, the oblate ellipsoidswith lower ellipticity values expe-
rience larger changes in the anisotropy degree at low temperature
(Fig. 6b). On the other hand, the value of T remains mostly constant
for these samples. To understand these patterns at low-temperature
we need to look at the corresponding fabrics at room temperature.

The magnetic anisotropy in the Knobs Fm. shales reflects the com-
peting effects of two foliations that intersect at high angles, producing
the characteristic pencil structures in the field (Reks and Gray, 1982).
A subhorizontal fabric is parallel to bedding, and a second, steeply-
dipping fabric, which is less apparent at outcrop level, is parallel to
regional cleavage. The relative amount of phyllosilicate grains contrib-
uting to one or the other foliation, and the angle between these two fo-
liations, ultimately determines the degree of anisotropy. Measurements
at 77K reveal that, when one fabric dominates (high T positive values),
changes of P parameter are pronounced. In contrast, when two subsets
of phyllosilicate fabrics compete (low or negative T values), the changes
in anisotropy values are less at low temperature. Thus, we can use this
behavior to examine fabrics of unknown origin. Fig. 7 is a conceptual
model where we compare the change of the anisotropy degree P at
room and low temperatures, from which we infer the relationship be-
tween competing fabrics. Since the angle between fabrics is typically re-
solved in the field (e.g., angle between bedding and cleavage or
flattening plane), this theoretical relationship provides a first estimate
of the relative contribution of each competing fabrics in the rocks.
Two subfabrics typically compete in shales, a depositional fabric and a
shortening (flattening) fabric, defining the total anisotropy, which, by
using the proposed ratio here, the relative contribution of these two
subfabrics can be estimated. Calibration of the function depicted in
Fig. 7 requires determining LT-AMS in rocks with known subfabrics.
Fig. 7. Conceptual model of change of anisotropy degree (vertical axis) measured at room
and low-temperature. Change is shown as (ΔP′= P′77K − P′293K) / P′293K. Horizontal axis
represents two contributing fabrics that form an angle Θ between them. Different lines
show the changes in the angle Θ, as shown on the right side of the axis.
The origin of prolate ellipsoids in shales and slates that contain two
subfabrics, as illustrated in this paper by samples from the Knobs Fm.,
is the intersection lineation of these phyllosilicate fabrics (or zone
axis), as previously discussed by several authors (Borradaile, 1987;
Borradaile and Henry, 1997; Housen et al., 1993; Parés and van der
Pluijm, 2003; Weil and Yonkee, 2009). The orientation of phyllosilicate
grains aligned about the tectonic extension direction, or what Henry
(1997) called the magnetic zone axis is then expressed as a magnetic
lineation and thus ellipsoids are typically prolate. At low-temperature
we see that such prolate ellipsoids, due to uneven growth of susceptibil-
ity within and across phyllosilicate grains, tend to move toward the ob-
late field. Phyllosilicates, such as micas, have almost ideal oblate
magnetic anisotropy (T = 0.96 ± 0.02, Martin-Hernández, and Hirt,
2003), so, when their c′ axes are slightly rotated relative to each other,
the zone distribution produces a marked magnetic lineation. Due to
the changes in the axial ratio of susceptibilities at low temperature,
these prolate ellipsoids move toward the oblate field (Fig. 6). The
change of T parameter values at low temperature has valuable implica-
tions for the interpretation of magnetic lineations in deformed rocks. In
samples of the Knobs Fm., the magnetic lineation is due to the intersec-
tion axis that aligned with the tectonic extension (i.e., long axes of the
pencil structures or the bedding–cleavage intersection) (Pares and van
der Pluijm, 2003). In depositional environments, however, themagnetic
lineation is often due to the preferred orientation of Kmax axes of indi-
vidual grains (e.g., Parés et al., 2007). In such cases, the magnetic linea-
tion is not the zone axis aroundwhich the basal plane of platelet-shaped
grains rotate, but instead the dominant orientation of the grains' long
axes. Because the measured magnetic lineation does not correspond to
the zone axis, the enhancement of susceptibility at low temperature
will display a different effect. In our example with prolate ellipsoids,
they trend toward the oblate field when measured at 77 K. However,
we anticipate that ellipsoids with a magnetic lineation due to clustering
of Kmax axes, will likely stay in the prolate field, and not move toward
the oblate field. This is because, at low temperature, the susceptibility
axes along the basal plane of micas increase proportionally more than
along the crystallographic c axis, and hence the bulk effect will retain
the prolate magnetic fabric even at low temperature. This behavior, if
corroborated, would provide a novel means to distinguish between
magnetic lineations due to the zone axis of non-parallel subfabrics
from that produced by grain long axes preferred orientation. Further ex-
periments in a range of samples that preserve varyingdegrees and types
of deformations will allow us to determine in more details the changes
of magnetic ellipsoids when measured at low temperature.
4. Conclusion

There are multiple advantages of measuring susceptibility anisotro-
py at liquid nitrogen temperature (here called LT-AMS). Because it
obeys the Curie–Weiss Law, the bulk susceptibility of mica increases
by a factor about 3.7,making the signal much stronger than background
noise of the instrument and provides better definition of the magnetic
fabric as it increasesmagnetic anisotropy (P parameter). In sedimentary
rocks that typically contain composite magnetic fabrics (i.e., a deposi-
tional fabric and layer parallel shortening or shear fabrics), the change
in anisotropy degree from room to low-temperature measurements
can be used to estimate the relative contribution of the subfabrics. We
also offer a conceptualmodel that holds promise for better characteriza-
tion of composite AMS fabric elements in naturally-deformed rocks. In
the case of rocks with a magnetic lineation, a common situation in
weakly deformed shales, low temperature measurement produces
two effects. When prolate ellipsoids are due to a zone axis of mica
basal planes, the ellipsoids will tend to becomemore oblate whenmea-
sured at low temperature. With originally prolate ellipsoids due to the
preferred orientation of grain long axes, the results tend to remain in
the prolate field. This contrast provides a relatively easy approach to
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better constrain the origin of (composite) magnetic fabrics in weakly to
moderately-deformed sedimentary rocks.
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